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i Consider the sot of Bémiculli trials where three items are sclected at ‘r;uﬂ[;m————_.___. |
from a manufucturing process, mspected, and elassified as defective or nondefective,
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me'tyﬂ’ o 1'—13 Then the pmbahﬂlty dmtnhutmn of the binon

variable X, the numbnr of successes in n independent trials, is
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Note that uhon n=3and p=1/4, the probahility distribution of X. the number
of defectives, may be written as

B - )= @) a-us

rather than i the tabular form on page 144.
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Exnmple 5.1 The probability that a certain kind of component will survive a shock I.ml' -... 1.7

C " Find the probability that exactly 2 of the next 4 i components lestod sur L

Solution: Assuming thal the tests are independent and 7 = 3/4 for cach of the 4 Huts, we
obtain
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“PX 2 1) =1 —P(X =0) = 1 — 4(0:20,003)
' = 1 — (0.03)°(1 — 0.03)?0~° = 0.4562. |

g I:;! (b) In this case, each shipment can either contain at least onc dcfocﬁ_\m llmnnr .JL.
b not. Hence, testing of each shipment can be viewed as a Bernoulli trmlmth " / I.
y p = 0.4562 from part (a). Assnming independence from shipment to shipment . |
“2 and denoting by ¥ the nmumber of shipments containing at least one defective TER |
. item, ¥ follows another binomial distribution b(y: 10,0.1562). Therefore, _
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i+ Tt is conjectured that an impurity exists in 3022 of all drinking wells in a certain
rural commumity. In order to gain some insight into the true extent of the praoblem,
it is determined that some testing s necessary. It s too cxpensive to test all of the
wells in the area, so 10 are randomly sclected for testing.
(a) Using the hinomial distribution, what is the probability that exactly 3 wells ” = 1
have the impurity, assuming that the conjecture is carrect ? s ==

l ho ™ 1||r||l- L.

() What is the probability that more than 3 wells are impure?

Solulion: (a) We require - " G Wi
\ B(3:10,0.3) = > b(r:10,0.3) - S b1 10,0.3) = 0.6196 — 0.3828 = 0.2668.

n= 1o - P(x=y 2 > F6)-Fed)= ,

(b} In this éase, (XN >3) =1 - 0.6196 = 0.3504,

Ty 4 I
@ (%) (0.3p(0.7)=0.2668

P(x>3)=1-Pxs<y) | = |+ 0;6—# )

=1- E b(x:10,0.3)

=t

1-{0.0282+0.1211+0.2335+ 02668}
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Exauple 5.5: Find the menn and yvarianee of the hinomial random variable of F.xmnple 5;‘2,&“&
then use Chel |_1;:-;]:f-\".-= Lheorerm (on page 137) Lo itlll'l']“’l't the mterwval j!l'.:':'id‘.
Salution : Since Example 5.2 was a binomial experiment with n = 15 and p = 0.4, by Theorem
LY - = ) [

5.1. we have
n e . (ﬂ - P)
= (15)(0.4) = 6 and o = (15)(0.4)(0.6) = 3.6.

Tuking the square root of 3.6, we find that & = 1.897. Henee, the required interval is
G4 (2)(1.897). or from 2.206 to 9.791. Chelwshev's theorem states that the namber
of recoveries among 15 patients who contracted the disease has a pnﬁmh'iﬁtyﬁ! at
least 3/4 of falling between 2206 ind 9.791 or, bheeause the data are diserete,
between 2 and 10 inclusive, A

There are solutions in which the computation of binomial probabilities may
allow us to draw a scientific inference about population after data are collected. ‘
An illustration is given in the next example. S '
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!"'?i;‘ e andomly selected and 6 are found to contain the impurity. w__hﬂ“ fes
' : . Eﬁ_l._l‘! the conjecture? U ; lity statement.
°5‘P Solution - ! Use a probability ent. S
G on: We must first ask: “If the conjecture is correct, is 1t likely that we would find
More impure wells?”” 51 15le
R o e : P 0.0473
9 Py P(X >86) =Y b(:10,0.3) = 3 b(x:10.0.3) = 1 - 0.9527 = 0.0473.
& - . « U - . L
,:1_406 EIo Uk o ; ;
:’m a result, it is very unlikely (4.7% chance) that 6 or more wells would be [“';1""!
Impure il D[l]}' 3{.]‘./; of H]I are illli“ll'l‘.h This casis [‘[)ll,‘\i(][‘rﬂi‘][' doubt on the COlljee-
ture and suggests that the impurity problem is much more severe. .
As the reader should realize by now, in many applications there are more than
l“lf’ possible outcomes. To horrow an example from the field of genetics, the c« .llll.ir uf
ginea pigs produced as offspring may be red, black, or white. Often the “defective
or "not defective” dichotomy is truly an oversimplification in engineering situations.
Indeed, there are often more than two categories that charactenze items or parts

‘:"Jlllill;i_[ nfr A th.‘tl'lil]r]_'l,‘ line.

Suppose a large urn contains 400 red
marbles and 600 blue marbles.

A random sample of 10 marbles is
drawn wathont replacement. What is
the probability exactly 3 are red?
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and to reject the lot if a defective is found. Wlmtmtwm
defoctive 18 found in the sample if there are 3 dofectives in the eutim'-[nt..
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Using the hypergeometric distribution with n = 5§, N=40, k=3 andr =1, we

find the probability of obtaining 1 defective to he ; ': '
y. 3 it
% h{1;40,5,2) = {”ﬁ_ﬂﬁﬂll
3 G
Onee again, this plan is not desirable since it detects a bad lot (3 defectives) only
about 30% of thn 'Ii:m , A
N=40 cempon //‘.“\\
3 a7
defective /<<——® 1:” I[_.,:l]
-:: =%
H-K=37 ‘ ‘\//
7 non-gdeleclives | -1
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Exercise 5. 31

from a box containing > 1 , 5 ':cahp bulbs and 4
daffodil bulbs. What is s the probability that he

- ﬁIMffodﬂ bulbs and 4 tulip bulbs?
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Theorem 5.2: [ The mean and variance of the hypergeomet ric distribution h(z: N, n. k) are
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Example 5.10; !th 1S DOW reinvestigate Example 3.4 on P

to illustrate the notion of a random variable and the
In the example, we have a lot of 100 ite 0 items
probability that in a sample of 10} 3 are are de

\2 g8 &
Solution: Using the liypergeome

age 83. The purpose of this exsample was

corresponding sample space,

of which 12 are defoctive. What is the
foctive?

tric probability function, we have
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nple 3.4‘ Statisticians use samplin

g plans to either accept or reject batches or lots of
_ matenial. Suppose one of these sampling plans involves sampling independently 10
e iems from a lot of 100 items in which 12 are defective,

Let X b the random variable defined as the number of items found defec-

- tve in the sample of 10. In ths case, the random varable takes on the \mlun
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Taking the square root of 0.3113, we find that ¢ = 0.538. Hence, the r
interval is 0.375 = (2)(0.558), or from —0.741 to 1.491. Chebyshev’s il
states that the number of defectives obtained when 3 components are salectﬂfaﬁ v
random from a lot of 40 components of which 3 are defoctive has a prahubﬂ:tyﬁf '
at least 3/4 of falling between —0.741 and 1.491. That is, at least threefourths of
the time, the 5 components include fewer than 2 defectives. o |

Example 5.9: Lots of g0 colmpotwents cach are decmied Ilti.\:(‘l‘lﬂﬂlrk' il they cantain 3 or misre
defectives. The procedure for sampling n lot §s 1o select 5 cutnpomts al

und 1o reject the ot if a defeetive i found. Wit is the probalality that ety 1

defective is found in the sammple il thre are 3 defeetives in the entine Jot? ‘ ﬂ . '{
Sﬂlll-fr-ﬂﬂ: I-"Ill.!:_ th II}FH"! BT tnwe distnbmtion with n =560, A = N t=23 andd 7 = 1, we }q 3 ;
fnd the probability of oltaining 1 defictive 1o by J

21 hi1; 40,5,3) —”--—i 0.304 I)
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If repeated independent lt'l.'l.-l-\ can result noa success with probability p and @nw%fﬁ -E_HI
a failure with probability ¢ = | — p. then the probability distribution of the RIS .

random variable X, I|||1.* number of the trial on which the kth success ocours, is G&_ﬁﬁ; ; .
the proba , the k'th success o= |

occurs on the xth trial. Experfmw_nnrtﬁ 3} kf:“} L (: ~ I)Pl'q"’ i g A S QMMﬂS%w
this kind are called negative bino ” k=1 -

experiments. : 7 W_:‘iw't‘ {':2_
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Example 5.11: In an NBA (National Basketball Association) championship series, the team that

.115' ~>> of— wins four games out of seven is the winner. Suppose that teams A and B face each o

] other in the championship games and that team A has probability 0.55 of winning Ci;és%}\gﬂ
=Y a game over team [,

-
' VR S BN
p[\“"‘ {a) What is the probability that team A will win the series in 6 games? é‘tld
=3

(b) What is the probability that team A will win the series?

(¢) If teams A and B were facing each other in a regional playolf series. which is M“%
decided by winning three out of five games, what is the i:m‘fmhilit:.' that team 'f’ﬁ:v'

e eg—

3.:.1 \/s

A would win the series”
R R e B e P g
Solution: (&) b*(6:1,0.35) = (,)0.55%(1 - 0.55)% * = 0.1853
(h) Plteam A wins the championship series) 1s
b*(4:4,0.55) + b°(5:4,0.56) + b*(G; 4, 0.55) + b*(7: 4,0.55
e — —_—
Fi = 00015 4 01647 + 01853 + 01668 = 0.6083.

(€] P{team A wins the playofl) is 4

b*(3:3,0.65) + b*(4:3.0.55) + b*(5:3,0.55)
= 01664 + 02246 + 02021 = 05031,
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m Using the geometric distribution with r = 5 and p = 0.01, we

—o0006. Lo\ &E#C;JJI

9(5:;0.01) = (0.01)(0.99)*

Example 5.16:] At a “Insy time,”

: ity ors have
a telephone exchange is very near capacity, so callers

. y atteinpts
difficulty r:-lnung their calls. It may be of interest to know the number Hlijnhlw 1[!u~
NCCESSATY in unlvr to make a connection. Suppose that we lef p

" ] wing the
‘ﬁmhﬂfrlhh of a connection during a busy time, We are ¢ rested i an LI!U' g

-b'\ e 2,2 Sut) o
Ao imed v probability that & .sili_\jni}tiurn necessary for a suc ﬁ‘x-ﬁﬂ call, ~—— DE‘J 5ok
5) f/ Fﬂl“ha“ Using the geometric distribution with + = 5 .I!‘ll[}r} = 0.05 yields \) ;)1-‘
et & -
P{X =) = g(5:0.05) = (0. !J?‘.{{! 95)* = 0.041.

Quite often, in applications dealing with the gcometric distribution, the mean
ad varance are unportant, For L"“unph in Example 5.16, the erpeeted number
of calls necessary to make a connection is guite important. The following theorem
states without proof the mean and variance of the geometric distribution.
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Theorem 5.3:

The mean and variance of a ra andom variable following the geomaetrie distribution

are




